rWJI" xag})‘lg,{lq

/M): w\(’jxlgll

add )(’10‘”9/&%
Rw X 41, 0( x19)

Cw Y’}lj 31()(’)’))

=

/\P‘U )(lﬂ' Xlg ) 3
oAli X219 x24, 3
QD{A klg') x'lgly).gs
anA xlql x'loj X29
kw 14110(x3\8)
by 130(¢24)
addh ) x12, %13
SWov12 30 («1)
I oLJJi x30 ¥10 }
ofv. 0ol po11

In1: olo)o
zd: 1o

Tipo® T

lmtm; 0opg 0000 1000

qol {)(7)/, 9(x39)

o~ © 1000
VM,’ o

Sl
.fo

6/%(“ o)

add vslxzo] x31

O~ Q1 9o
AT e
RO\: 00[0(
D’“’.IHH

/*’VW}N!LJO {7/144 L A"’md‘?ﬂdyob /‘/JD

fvycaa

addi x31 %100
v, 001 a0 11
M A% 9laco
k2 Ny
Tyt

-I:nnn.\',oooo 9090 0009

8d v30,0(£30)

O{~" 090 90

1y o
[0 SRS
Tiper T

I“Wm:mooom%omo

R @3 O

[l @l 9l ol

X330 . S 009 0000 pom 0o

(2) oo
®,

9 00
9 x3o . B Oop OMO 9o org

FOQ|}
—

1O 4

@C/Va\a AV, ahi) %(M
@ 1009

19]q|
L1 o

X397 Do 0000 900 axy
@vméjww W‘w‘b cuM
No\(}o\ M 019/%'}0

x2= 0x000 o000k yy AAAdoO

*% - Ox 723‘1”?'14546)3,:5\:'6

@ X 729X 1345698 123 Y5 63 4o
@ 7 > 0K 00000000 155£¢555

X 7= 0y00Qoas0g o ©000p § yg

Exs livro Page 1

9)

PO V000 VO | ©oe | Yoo 0
20 220 1990, poco Ja1l e
—

W.otl o9
] eaw | & ya

%AAM 5 Yoo

O(M x7,x7{x4

ooy pl P {;3 [mgan 0P
Il : 7Lf T
) v v v \i’ v v
Lo p X o 1 % ©0)SFlena),

@ O 0x33 —x ©11 0o

T/4b\ R SuB ¢, x?l,(s“

W tpn oy



,O,?OklfoljoxGfOI)VSQZéCPI
)

SRL; ¥S, € 1

SLL x5 .5 2
I L ) £ Q)70 ¥ + 910 x6 tQ2¥3 226 x1.2€
AND Y€, #6 | Pepppery 03 P prer |y 2219 o3
(o R xS/xC/xé
;(:3.@’)&‘1 0'000”9
%000 ¢
XOAR T x5, x6,~1 @
I
145 =101t (0] IIOII\'|00|
L2 oling)q Foltl lof 9
—_—
@ =2, Copravtl GV“’L‘”@“’Q}&
Nnffon’

MDOJD
122 Q11 10 'Q,Q” |3%|

-1 = 100091 g “18% Olig

X$ -2
74 o9l (1)}

@ LL(;’D

Fon1:
BGE x? x§, EVD
ADDT x?,x21
LT x2%0
FoR2:
B x0, 7 6 F)R {
ADD 2p, X X2
SLIT %2209 2
ADD 423, %10 102
Lw x2€0 (2 7]
ADoT x 24, 29,1

) Foga:

Evp:

Ui1] @*"}"9 t $49) vo 2 Iy

) N

L00P.
4 opl ”7, X77,’}

(] ¥1o x11l,no
SLLz x 10, x40, Y4
OR v o, 17 xle
SLL x1o,x19,4

Be R x‘M,xnj Evp

% Loap

Exs livro Page 2



412 Examine the difficulty of adding a proposed swap rsl. 1
RISC-V.

instruction 1o
Interpretation: Real -Reglrsl); Reglrs]]=Realrs
4.12.1 (5] <§4.4> Which new functional blocks (if any) do we need for this
instruction?

4.12.2 [10] <$4.4> Which existing functional blocks (if any) require

modification?

4123 |5
instruction?

<$4.4> What new data paths do we need (if any) to support this

4.12.4 (5] <§4.4> What new signals do we need (if any) from the control unit to
support this instruction?

4.12.5 [5] <§4.4> Modify Figure 4.21 to demonstrate an implementation of this
new instruction

r121) x

‘1.!1.5]

)t e WE 4 ) g0

4.13 Examine the difficulty of adding a proposed 55 rsl., ¢
instruction to RISC-V,

Interpretation: Mem[Reglrs1]]~Reg[rsZ]+immediate

4.13.1 [10] <§4.4> Which new functional blocks (if any) do we need for this

instruction?

Y.12.1) MaJﬂoﬂm.\c,rolL’hymLo o baﬂw,, a @2 )mfuiﬂ
6‘“” kaﬂ'nnnﬂnd"or‘%h\{mn {Ja b

4.27 Problems in this exercise refer to the following sequence of instructions, and
assume that it is executed on a five-stage pipelined datapath:

ad
y

4.27.1 (5] <§4.7> If there is no forwarding or hazard detection, insert NOPs to

ensure correct execution.

4.27.2 [10] <$4.7> Now. change andlor rearrange the code to minimize
the number of K0Ps needed. You can assume register x17 can be used to hold
temporary values in your modified code.

4.27.3 [10] <$4.7> If the processor has forwarding, but we forgot to implement
the hazard detection unit, what happens when the original code executes?

4.27.4 [20] <$4.7> If there is forwarding, for the first seven cycles during the
execution of this code, specify which signals are asserted in each cycle by hazard
detection and forwarding units in Figure 459,

1139
add x15, x12, x11
3x NOP
Id x13, 4(x15)
Id x12, 0(x2)
2x NOP
or x13, x15, x13
3x NOP
sd x13, 0(x15)

1.27.4)
add x15, x12, x11
3x NOP
Id x13, 4(x15) 0{ -
Id x12, 0(x2)
2x NOP
or x13, x15, x13
3x NOP
sd x13, 0(x15)

. 1 mm (Store Sum)

4.13.2 [10] <§4.4> Which existing functional blocks (if any) require modification?

4.13.3 [5] <$4.4> What new data paths do we need (if any) to support this

instruction?

4.13.4 [5] <§4.4> What new signals do we need (if any) from the control unit to

support this instruction?

'1.!5.!) 1Mux D jm

a2 J“
4.03) Loan « awda o U co huatdes DAY MEY ¢ o

u“m“ °‘1m’ts X Ao doda .
) U i, MZ ow,’uu% Ve v

417 |10] <§4.5> What is the minimum number of cycles needed to completely
execute 1 instructions on & CPU with a k stage pipeline? Justify your formula.

Kamo)

sl x[3=33
Kp22l yivz ),

4.19 [10] <$4.5> Assume that x11 is initialized to 11 and x12
would the final values of register x1

return the results of a WB state occurring during the same cycle. See Section 4
and Figure 4.51 for details.

182 224542745 = By

4.20 [5] <84.5> Add NOP instructions to the code below so that it will run

correctly on a pipeline that does not handle data hazards.

addix11,x12,5

3x NOP (-1 se o registo for transparente ou a escrita for desfasada)

add x13, x11, x12
addi x14, x11, 15

2x NOP (-1 se o registo for transparente ou a escrita for desfasada)

add x15, x13, x12
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=
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was equal 20 . 4. ) Your answer will
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4.21.4 [10] <5455 Can 3 program with on
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Al missimum, b
14 program have bef
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4.28(10] <64.7> Which of the two pipeline diagrams below better describes the
operation of the pipeline’s hazard detection unit? Why?

Choice 1
or x15, x16, x17: 1 JEX ME WE

Choice 2

is initialized to
22. Suppose you executed the code below on a version of the pipeline from Section
4.5 that does not handle data hazards (i.c., the programmer is responsible for
addressing data hazards by inserting NOP instructions where necessary). What
5 be? Assume the register file is written at the
beginning of the cycle and read at the end of a cycle. Therefore, an ID stage will

4.21.3)  300((ay )in <259(113n
1< (%0 5) 300

(1.)-?.3) (mJLL lr‘,,,\ Jdo MMMle/

W.22.4
’ ) MEM-2F,
WB -DF,.(
MEMEA
5.2 Caches are important to providing a high-performance memory hierarchy

to processors. Below is a list of 64-bit memory address references, given as word
addresses.

uxéc,

5.2.1 [10] <§5.3> For each of these references, identify the binary word address,
the tag, and the index given a direct-mapped cache with 16 one-word blocks. Also
list whether each reference is a hit or a miss, assuming the cache is initially empty.
5.2.2 [10] <§5.3> For each of these references, identify the binary word address,
the tag, the index, and the offset given a direct-mapped cache with two-word blocks
and a total size of eight blocks. Also list if each reference is a hit or a miss, assuming
the cache is initially empty.

5.2.3 [20] <§§5.3, 5.4> You are asked to optimize a cache design for the given

references. There are three direct-mapped cache designs possible, all with a total of

eight words of data:
m C1 has 1-word blocks,
® C2 has 2-word blocks, and

® C3 has 4-word blocks.
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8.5 For a direct-mapped cache design with a 64-bit address, the following bits of
the address are used to access the cache.

o between total bits required for such a cache
implementation over the data storage bits?

Beginning from power on, the following byte-addressed cache references are

recorded.
e | 00 | o8 3 o0 , -
D | 0 | 4

3> For each reference, list (1) its tag, index, and offset, (2) whether
miss, and (3) which byles were replaced (if any).

§5.3> What is the hit ratio?

inal state of the cache, with each valid entry represented
as a record of <index, tag, data>. For example,

fE: qwndo A1 by,
.251!7'}0 z 3.1““"5

5s.3) 32xvb= 2Pz 2® bt 0,9 bl - Qg2

l'j+ (5

5.5,4) Thy

ach
o4h

oh

oh

5.5.6) < 0,3 Coohr- CAFL>

m)xu = 4192

§.5.5) HR =337

<H L 3 86h- 5"(‘.#\)
<51°:&a&o QB>

qqg)‘-lzl

Qa2

© /00 - 9FF7

M/H Th \ b | G | 1/

oo M Yool
P e,

loh
R},
E3h
ko}\

ah

ol ool

{0p0e T 8Ch

ootk
01000 ( M luh

oh

1000

o000 | M

834k

o[ e o

Sll)déw]( /Ia?(é

ko> b (8) =3
7&9 =S

5.2.3) G,anaﬂmndmlebdkwm

d

8.3 By convention, a cache is named according to the amount of
(he., 04 KiB ¢ hold 4 KIB of data): however, caches also
stare metad; as tags and val

addressable, and that addresses and words are 64 bits.

531 |
KiB cach

5.3.2 (10

h two-woed blocks

doubled the amount of data without doubling the total size of the cache.)

519 Exercises

5.3.3 (5] <85

provide slower per

5.3.4 [10] <655, > Generate a series of read requests that have a lower miss
2 KiB two-way set associative cache than on the cache described in
Exercise 5.3.1

55:3) U by w“‘/ 0l condy M

his 64 KiB cache, despite its larger data size, might
 first cache
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it contains
RAM 10
For this exercise, you will examine how
a cache’s configuration atfects the total amount of SRAM needed 1o implement it as.
well as the performance of the cache. For all parts, assume that the caches are byte

<$5.3> Calculate the total number of bits required to implement a 32

$5.3> Calcubate the total number of bits required 10 implement a
64 KiB cache with 16-word blocks. How much bigger is this cache than the 32
KiB cache described in Exercise 5.3.17 (Natice that, by changing the block size, we
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